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Overview of Japanese HPCI

AIST
ABCI 2.0 (GPU)

Hokkaido Univ.
Grand Chariot(CPU:x86)
Polaire (CPU:x86)

Univ. of Tsukuba
Cygnus (GPU)
Pegasus (GPU)

Inst. of 
Science Tokyo
TSUBAME4.0 (GPU)
2024.4-

Joint Center for Advanced HPC
(JCAHPC)・The Univ. of Tokyo
Wisteria/Odyssey (CPU:Arm) ➔ Miyabi (GH200+x86)

Kyushu Univ.
Genkai (CPU:x86

+GPU)

Riken CCS
HPCI Shared Storage (West)

Oct. 2024

Nagoya Univ.
Supercomputer “Flow”

Type I (CPU:Arm)
TypeⅡ (GPU)      

JAMSTEC
Earth Simulator (ES4)
(Vector / CPU:x86)

Tohoku Univ.
AOBA-A (Vector） 
AOBA-B （CPU:ｘ８６)
AOBA-S (Vector） 2023/8～

Riken CCS

“Fugaku”

HPCI: High Performance Computing Infrastructure

Connects state-of-the-art supercomputers and storage at universities 
and research institutes in Japan via the high-speed network SINET6, 
enabling their integrated use and making them widely available to 
industry and academia.

Tier 2 Systems
11+2 Organizations (Oct. 2023-)
To support diverse needs by Arm(same as Fugaku), 
x86, GPU, and vector systems

Flagship System

Kyoto Univ.
Camphor3
(CPU:x86)
2023.10～

Inst. of Statistical Mathematics
Data Assimilation Supercomputer

(CPU:x86)
2023.10～

Osaka Univ.
OCTOPUS (CPU:x86/GPU） 

SQUID (CPU:x86/GPU/Vector)

The Univ. of Tokyo
Wisteria/Aquarius (GPU)
/HPCI Shared Storage (East)

(CPU: Arm) 

Courtesy: RIST
(translated to English
and modified)

May 22, 2024

European Workshops on HPC Infrastructures 2024 @Sitges



Japanese HPCI (2/2)
https://www.hpci-office.jp/folders/english

May 22, 2024

European Workshops on HPC Infrastructures 2024 @Sitges

90+

https://www.hpci-office.jp/folders/english
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Riken R-CCS Fugaku Virtual Tour

~3000 sq m
432 cabinets
158,976 nodes
~16MW (100W / node)
163 Petabyte/s memory BW (No.1 circa 2023)
Virtual Walkthrough:
https://www.r-ccs.riken.jp/en/fugaku/3d-models/



Major achievements of Fugaku
#1 in major benchmark rankings:TOP500 and 
HPL-AI(Jun.2020-Nov.2021), Graph500 and 

HPCG (Jun.2020-)

#1 in MLPerf HPC(Nov.2021-)

ACM Gordon Bell Special Prize for HPC based 
COVID-19 research(Nov.2021), also 2022

Weather forecasting trial for “guerrilla
downpour” in TOKYO2020 Olympic/Paralympic 

games



⚫ Foreign Users uses through joint projects with Japanese institutions 
or projects leaded by foreign institutions

⚫ Non-Japanese Users  740 [Apr. 2024]

      (from 60 countries )

   → 19.8％ of all users

⚫ Projects leaded by foreign institutions

29 [FY 2022]  

   (8 countries: Singapore, France, USA, UK, etc. )

＜User Guide （English）＞
https://www.r-ccs.riken.jp/en/fugaku/user-guide/User Guide | RIKEN Center for 
Computational Science RIKEN Website

“Fugaku” Users are from worldwide

                                                                                                                             
         

Map of Nationality [Non-Japanese]

(Apr. 2024)

TOP5

China

India

France

USA

Indonesia

アカウントTOP5 数字無し

https://www.r-ccs.riken.jp/en/fugaku/user-guide/
https://www.r-ccs.riken.jp/en/fugaku/user-guide/
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Global Exascale & Pre-Exascale Supercomputers

Europe
HPC6 (Eni s.p.a., Italy)
Alps (CSCS, Switzerland)
Lumi (CSC, Finland)
Leonardo (CINECA, Italy) North America/United States

El Captain (LLNL)
Frontier (ORNL)
Aurora (ANL)
Eagle (Microsoft Azure)
Toulmne (LLNL)

Asia/Japan
Fugaku (Riken)

Top 10 machines on the Top500-HPL 
ranking, Nov. 2024 edition

(58.4% of the entire Top500-HPL capacity)



Various Global Supercomputing Partnerships



Breakthrough Research via Global Exascale Infra
(slides courtesy Luca Fedeli, CEA, France)
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⚫ Science of High Performance 
Computing (towards ‘Zettascale’)

⚫ Science of High Performance AI

⚫ Science of Quantum-HPC Hybrid 
Computing

⚫ Science by High Performance 
Computing

⚫ Science by High Performance AI (AI 
for Science) w/HPC Simulations

⚫ Science by Quantum-HPC Hybrid 
Computing

Riken R-CCS Strategy for Innovation by Computing Infrastructure
Future of Science ‘of’ and ‘by’ Computing

Silicon Photonics Optical 
Interface

Compute Centric Accelerator

3D SRAM

3D SRAM

3D SRAM

Strong Scaling / Compute 
Intensive Accelerator
Low Latency 3D SRAM

Many Core General Purpose CPU

3D SRAM

3D SRAM

3D SRAM

High Capacity DRAM

High Capacity DRAM

High Capacity DRAM

High resolution 
3D volumes from 

MRI

AI: Deep Neural 
Networks

+

Supercomputers
(Fugaku, Frontier, ABCI)

AI-powered 
Multi-compartment 

segmented 3D 
volumes

Immersive VR to 
visualize and 

annotate

Human expert 
segmentations

Verification

Mouse Brain 
Simulations

+
Supercomputers

(Fugaku, Frontier, ABCI)

Assimilate

Cellular Connectome with Modules and Cell Types Info

GROUP 1: AI-powered Extraction + Advancing Modeling in Neuro-simulations

GROUP 2: Image Reconstruction and Visualization

Collab with 
Duke U. and 

ORNL

GROUP 2: Advancing Understanding of Mouse Brain

Large-scale optical measurement of CS activity on cerebellar cortex

3D Volumetric 
Segmentation 
Powered by 
LLMs

5 micron
resolution =>
could 
replicate 
entire brain 
connectome 

Full digital 
twin of brains 
possible!

AuroraGPT
GPT Fugaku etc.

Ongoing DoE-MEXT AI-HPC Grand Challenge on Whole Brain Digital Twin

8k x 8k x 8k 
resolution

Actual problem solved by this new solver on whole system of Fugaku (7,312,896 parallel 
computation on 152,352 computer nodes (=609,408 MPI processes × 12 OpenMP threads) )

Dream has come true! minimum discretization: 12.5cm

city is included. All the structures are finely discretized!

Generalizable New Algorithm with Integration of HPC & AI for Earthquake Simulation 
to achieve effective 10 Exascale performance on Fugaku [Ichimura et. Al.]

(Towards Effective Zettascale)

• Requires 10 Exascale Performance due to resolution, multi-
physics requirements, etc.

Dream in earthquake simulation

x25 Equation-based modeling 
+ Data-science AI Surrogate

X42 hardware performance 
improvement from K to Fugaku

x1070 speedup, EFFECTIVE
10 EXASCALE PERFORMANCE

+

1

Quantum Hybrid Computing Infrastructure for Riken TRIP
(R-CCS, RQC w/iTHEMS, AIP、Feasibility Study etc.)

World’s Largest Q-C Hybrid Computing Infrastructure

Tightly Coupled LAN
(For variational algorithms, 

low latency, high BW)

• Quantum BLAS
• Qiskit：IBM prog. Framework incl. transpiler
• Cirq：Google quantum prog. tool

• TensorFlow Quantum: Quantum ML
• Q#:Microsoft quantum prog. Tool.
• Qulacs：Osaka-u prog. Tool
• QunaSys simulation
• Covalent: Agnostiq、quantum HPC workflow
• PyQubo：converts combinatorial optimization 

problem into QUBO

Unified IL for QC/Hybrid

Quantum Alg.Quantum SW Stack

NISQ Alg

Quantum Machines (RQC, 
multiple vendors)

Quantum Computers (Physical & Simulated)

FPGA

Directly
observable

Multiple simulators on 
Fugaku (R-CCS/RQC)

Fugaku

Algorithmic Descriptions

Hybrid Variational 
Algorithms

Dedicated Simulator Machine
(classic)

Near-QC Hybrid
Programming＆API

Hybrid Programming API
＆Workflow Scheduler

Classical HPC Infrastructure

Dedicated 
Simulator 
Machine 

(Quantum Sim)

R-CCS DC

Also establish Quantum Hybrid 
Computing Division @ R-CCS 2023/4/1

AuroraGPT

Catalyst

Fugaku: Current up to 2031
FugakuNEXT: Feasibility Study 2022-2024, 

R&D 2025-2028, Deployment ~2029, Operations 2030
‘Zettascale’ @ 40MW

Riken AI for Science FY 2024~
 including TRIP-AGIS and other projects

(Started April 1, 2024)

Hybrid JHPC-Quantum Infrastructure Project 
Deployment FY2023~2027

(Started Nov. 1, 2023)



Nov/19/2021

DOE-MEXT MoU on HPC/AI
David Turk (DoE Deputy Secretary)

Masahito Moriyama (MEXT Minister)

ANL-Riken MOU AI4S
Paul Kerns & Rick Stevens (ANL)

Makoto Gonokami, Makiko Naka, Satoshi Matsuoka & 
Makoto Taiji (Riken)

AI4S Trillion Parameter Consortium

Riken as Founding Member
Makoto Taiji (representative), Satoshi Matsuoka 

(Founding member) etc.

TPC Hackathon in Kobe Mar 5-7, 2025
Please join!



⚫ Heterogeneous node architecture

⚫ CPU + GPU/DPU-like accelerator 

⚫ High memory BW by 3D stacking memories

⚫ Expected peak node performance

⚫ About 200-2000TFLOPS (DP)

⚫ About 4-40PFLOPS (FP16/BF16 for AI)

⚫ 40-600TB/s (Memory BW)

⚫ Mix of scale-up and scale-out network 

⚫ Good for both AI & HPC workloads

Next-Generation ‘FugakuNEXT’ – 2029 deployment, 2030 operations 
(tentative plan) – ’Zettascale’ AI &HPC for Science

CPU
+Acc. 

Acc. Acc.

Acc. Acc.
CPU

+Acc.

JP-based CPU + accelerator  with advanced
3D stacking memory technology 

Substrate

CPU or Accelerator

3D-stacked Memory

3D-stacked Memory

3D-stacked Memory

Advanced 3D stacking memory tech.

System target: More than 5-10x effective 
performance improvement in HPC applications 

and more than 50EFLOPS AI training performance
(100~200 EFLOPS Peak => Towards Zettascale)

With AI Surrogates, another 10x or more speedup?
(Total 100x~ speedup c.f. Fugaku?)



Riken’s ‘FugakuNEXT’ Feasibility Study FY2022-2024
International Partnership in Next Generation Supercomputing R&D 

GL: Group Leader
AD: Advisor
SGL: Sub Group Leader

Architecture Research Group System Software and Library Research Group
Application Research Group

(Representative Institution) RIKEN R-CCS
【PI: M. Kondo, AD: S. Matsuoka(R-CCS)】

System Research Team

RIKEN R-CCS
【GL: Sano, Co-GL: Miwa (UEC), AD:Amano (Keio)】

Architecture Research Group

RIKEN R-CCS
【GL: Sato,Co-GL:Katagiri (Nagoya-U), Sato (TUT),  AD: Sato】

System Software and Library Research Group

Hokkaido Univ. (Co-I Institution)
【GL: Iwashita, Co-GL :Takahashi (U. Tsukuba), Fukazawa (Kyoto U.),

 AD: Nakajima / Tomita (R-CCS)】

Application Research Group

Kyoto Univ. (Collaborator)
【Delegate: Fukazawa】

Fujitsu Ltd. (Co-I institution )
【SGL: Shinjo】

Architecture Research sub-G2

Tohoku Univ. (Co-I institution)
【SGL: Takizawa】

Scheduler / Runtime sub-G

Yokohama City Univ. (Co-I institution)
【SGL: Terayama】

Life Science App. Area sub-G

Univ. Tsukuba  (Co-I institution)
【SGL: Tatebe】

IO / Storage / Filesystem sub-G

Intel Corporation (Co-I institution )
【SGL:Yazawa】

Architecture Research sub-G3

NIMS (Co-I institution)
【SGL: Yamaji,Co-SGL:Fukushima(UTokyo)  】

Material and Energy  App. Area sub-G

National Institute of Informatics (Collaborator)
【SGL: Takefusa】

OS / Virtualization / Cloud sub-GAMD Inc. (Co-I institution )
【SGL:Yoshida】

Architecture Research sub-G4

JAMSTEC (Co-I institution)
【SGL: Kodama】

Weather/Climate Sci. App. Area sub-G

Osaka Univ. (Co-I institution)
【SGL: Date】

HPC Env. Usage Investigation  sub-GNVIDIA Corporation (Collaborator)
【SGL:Wells】

Architecture Research sub-G5

Support on Group Management

Univ. Tokyo  (Co-I institution)
【SGL: Fujita】

Disaster Prevention App. Area sub-G

Kyushu Univ. (Co-I institution)
【SGL: Nanri】

Communication Library sub-G

Hewlett Packard Enterprise (Collaborator)
【SGL:Negishi】

Architecture Research sub-G6

RIKEN
【SGL: Onishi】

Manufacturing App. Area sub-G

RIKEN
【SGL: Aoki】

Fundamental Science App. Area sub-G

RIKEN
【SGL: Imamura】

Numerical Library sub-G

RIKEN
【SGL: Umemoto】

Social Science App. Area sub-G

RIKEN
【SGL: Mohamed】

AI Framework sub-G

Univ. Tokyo  (Co-I institution)
【SGL: Shimokawabe】

Digital-twin / Society5.0 App. Area sub-G

Univ. Tsukuba  (Co-I institution)
【SGL: Takahashi】

Computational Science Algorithm sub-G

TiTech  (Co-I institution)
【SGL: Yokota】

Machine Learning Algorithm sub-G

RIKEN
【SGL: Murai】

Benchmark Construction sub-G

RIKEN
【SGL: Domke】

Performance Modeling sub-G

Nagoya Univ. (Collaborator)
【Delegate: Katagiri】

Support on Group Management

RIKEN BDR
【SGL: Taiji (RIKEN BDR】

Architecture Research sub-G1

DDN Japan (Collaborator)
【Delegate: Hashizume】

Storage Archi Pattern Investigation

NAOJ (Collaborator)
【Delegate: Takiwaki】

Support on Space / Planet Sci. Apps

Japan Atomic Energy Agency (Collaborator)
【Delegate: Onodera】

Support on Digital-twin Apps

JAXA (Collaborator)
【Delegate: TBA】

Support on Manufacturing Apps

RIKEN
【SGL: Tsuji】

Compiler / Programming-model sub-G

RIKEN
【SGL: Kodama】

Weather Model Perf Analysis sub-G

Meteorological Research Institute (Collab)
【Delegate: Eito】

Support on Weather Model Analysis

Arm Ltd. (Collaborator)
【SGL:Lecomber】

Architecture Research sub-G7

Also involving 
collaborations with DoE 

and DoE Labs



This material is based upon work supported by NSF’s National Ecological Observatory Network which is a major facility fully funded by the U.S. National Science Foundation

Katherine M. Thibault, Ph.D.

NEON Science Lead

5 December 2024

U.S. National Ecological Observatory Network
ICRI 2024 Session 21: Showcasing successful global research infrastructure

collaborations



What is the National Ecological Observatory Network (NEON)?

Open, FAIR Data for Open Science
• A US NSF large 

facility

• A continental-

scale observatory

• Designed to 

enable 

understanding 

and forecasting of 

the effects of 

climate and 

environmental 

change

Standardized, collocated methods: Airborne remote sensing, automated instruments, & observational sampling



Data

• Open, FAIR, and free 

data (>180 products)

✓ Observations and 

samples of flora, 

fauna, and soil

✓ Remote sensing 

data – camera, lidar, 

hyperspectral

✓ Time series data 

from >16,000 

automated sensors

Specimens & 

Samples

• Archived for life of 

NEON for research 

and educational use

• >70 sample types 

across taxa and 

ecosystems

• > 500K samples to 

date, >3M planned

• > 10,000 specimen 

images (beetles, 

plants, fish, algae, 

etc.) to date

Community & 

Workforce 

Development

• Support of information 

& data management 

standards

• Interoperability with 

other datasets

✓ FLUXNET, GBIF &

more

• Training, user support

✓ Sampling protocols

✓ Code packages & 
data tutorials

Research 

Infrastructure

• Research Support 

Services Program

✓ Field sampling

✓ Sensor infrastructure

✓ Remote sensing

✓ Mobile platform

✓ NEON experts

✓ Field site 

coordination

NEON contributions



NEON’s Global Reach
Global distribution of visitors to NEON’s website

Country % Usage

United States 44.0

India 7.0

United Kingdom 4.5

Germany 4.1

Canada 4.1

Australia 2.4

China 2.2

France 2.2

Italy 1.5

Netherlands 1.5

October 2024



Increasing NEON impact through global collaboration -
US DOE AmeriFlux and FLUXNET

• NEON data products shared with 

AmeriFlux and FLUXNET –

discoverable and interoperable with 

the global data landscape

• ONEFlux (Open Network-Enabled

Flux) processing codes

▪ globally, collaboratively developed

▪ used to deliver gap-filled NEON data 

products from the AmeriFlux portal

https://fluxnet.org/sites/site-list-and-pages/?view=map; accesse d 22 Feb 202 3Google Map data ©2023 Imagery © NAS A, TerraMetrics

https://fluxnet.org/sites/site-list-and-pages/?view=map


Increasing NEON impact through global collaboration -
Global Biodiversity Information Facility

• >1M georeferenced occurrence records across 52 datasets

• ~11K georeferenced images

• 555 citations that include NEON records

Images courtesy of gbif.org
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Integrated ecosystem impact management system for climate change adaptation

• Objective: To analyse and predict ecosystem 

responses and variability due to climate change, and to 

prepare ecosystem conservation and data-based 

climate adaptation measures,

• Project 1) Establish a national (international) standard 

ecological data collection infrastructure based on 

automated observation,

• Project 2) Establish a platform to integrate and analyse

ecosystem and climate change monitoring information

from related ministries.

Project period: 2023~2028

2 SuperSites

3 Observatories

2 K-LTER (+1)

+ 2 MDPs

wetland

Deciduous

Evergreen

Deciduous

Deciduous

Deciduous-Evergreen

Evergreen

New research infrastructure for Korea – in progress



Collaboration Framework around Grand Challenge: 
Global Ecosystem Research Infrastructure (GERI)

Accelerating Research through International Network-to-Network Collaborations

(NSF 2301655): Harmonizing Data to Address Ecological Drought



720.746.4844 | neonscience@battelleecology.org | neonscience.org

mailto:neonscience@battelleecology.org


Ensuring success of global 

research infrastructure collaborations

Sylvain Charbonneau

President and CEO

F O N D A T I O N  C A N A D I E N N E  P O U R  L ’ I N N O V A T I O N

C A N A D A  F O U N D A T I O N  F O R  I N N O V A T I O N

December 5, 2024 



About us

Established in 1997 

as an independent, 

federally funded 

organization. 

We fund 

multidisciplinary 

research infrastructure 

in universities, colleges, 

research hospitals and 

non-profit organizations.

Our objectives:

• Support economic 

growth and job creation

• Increase Canada’s 

capability for world-class 

research

• Support the development 

of highly qualified 

personnel

• Promote productive 

networks and 

collaboration among all 

sectors

Our 40:60 funding 

model injected $25 

billion into Canada’s 

research infrastructure.



CFI-Funding Programs
Innovation Fund

John R. Evans Leaders Fund

College Fund

Major Science Initiatives (MSI) Fund (19 in total)

Biosciences Research Infrastructure Fund

Northern Fund

Canadian Light Source

CCGS Amundsen research icebreaker 

SNOLAB (Neutrino Observatory)

➢ 1,524 jobs supported

➢ 33,000 research outputs 

generated

➢ 65,000 users worldwide



International engagement

CFI’s international activities are shaped by:
• Legislation, contribution agreements and ministerial authorities

• Federal priorities and direction, including targeted funding

We encourage Canadian institutions to pursue 

international partnerships

International partnerships are admissible under our 
current program architecture:

• No restrictions on where infrastructure is located, but must be 
under the control of an institution eligible for CFI funding

• Most international projects are funded through our Innovation 
Fund and the Major Science Initiatives Fund



Ensuring success

Be engaged
• Estimate the resources 

needed to support a 
partnership

• Understand your legal 
authorities and capacity to 
support international 
programming

• Align your international 
activities with your mandate

Be selective
• Consider your country’s 

foreign and trade policies

• Ensure compatibility of roles 

and mandates

• Seek compatibility and 

complementarity of research 

goals, practices and 

infrastructures

• Strive for commonalities in 

programming or priority 

science areas

Be patient
• Remember that 

worthwhile international 

partnerships take time 

and resources to both 

implement and reap 

benefits



europeansocialsurvey.orgEuropean Social Survey

europeansocialsurvey.org
ESS is a European Research Infrastructure Consortium (ESS ERIC)

Developing international 
research infrastructure 
in the social sciences

Professor Rory Fitzgerald

Director, European Social Survey ERIC

City, St George’s University of London

5 December 2024

ICRI, Brisbane 



europeansocialsurvey.orgEuropean Social Survey

European Social Survey Research Infrastructures



europeansocialsurvey.orgEuropean Social Survey

• Academic cross-national survey 

Measuring public attitudes and behavior

• 11 rounds completed

Every two years since 2002/03 - 

in 39 participating countries

• Face-to-face interviews R1-11

The questionnaire lasts one-hour and 

has been translated into 50 languages

• Over 500,000 interviews completed

Data collection by range of providers

• All data free for non-commercial use

Available to download from the ESS Data 

Portal in a range of file formats for statistical 

software programmes

32
European Social Survey infrastructure: Overview

• Bottom-up initiative

Scientists across Europe collaborated to 

establish the ESS

• ERIC status 

Awarded in 2013 providing stability and 

sustainability. 28 Members 

• Over 235,000 registered users

More than 65% students; 20,000+ active 

downloaders/year

• 6,585 academic publications

Journal articles, books, working and conference 

papers that analysed our data have been 

published (2003-22)



europeansocialsurvey.orgEuropean Social Survey

33
Participating countries (2002-24)



europeansocialsurvey.orgEuropean Social Survey

34
European Social Survey: Global partners

United States
- General Social 

Survey MoU and 

question replication

- Partner in new 

web panel project

Australia
- ANU MoU and 

question replication 

(web panel)

- Partner in new 

web panel project

South Africa
- MoU with HSRC 

- ESS questions 

replicated on 

SASAS since 

2014

European 
Values Study

- MoU with Tilburg 
University

- EVS questions to 
be fielded as ESS 
module

Taiwan

- MoU with 

Academia Sinica

- EASS MoU 

includes ESS 

questions on TSCS

Japan
- MoU with Osaka 

University / EASS

- Fielded Round 10 

COVID-19 module 

on JGSS

South Korea
- MoU with 

Sungkyunkwan 

University / EASS

- Partner in new 

web panel project

China

- MoU with Renmin 

University of China

- EASS MoU 

includes ESS 

questions on CGSS

Developing
- Discussions held 

with major survey 

projects in Chile, 

Ecuador, NZ and 

and Turkey



europeansocialsurvey.orgEuropean Social Survey

Scoping a web panel that extends beyond Europe 

European Social Survey HQ 
City St George’s, University of London // UK

National Opinion Research Center 

(NORC)
At the University of Chicago // US

Social Research Centre
Australian National University // Australia

Survey Research Centre 
At Sungkyunkwan University //

South Korea



europeansocialsurvey.orgEuropean Social Survey

Lessons learnt

Collaboration 
• Social science RI requires a 

collective approach 

• National champions crucial

• Engage all funders 

continually (scientists, 

funders) 

• Ensure constant consultation 

and discussion

• Be patient and listen!

Rigor
• Cross-national comparisons 

require rigorous methods

• Strong central coordination is 

essential in distributed RIs

• Transparency required at all 

stages crucial 

Structure
• Ensure effective 

communication is supported

• Have clear lines of 

accountability

• Legal instruments like ERIC 

regulation create stability
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